Background

My PhD research in information theory is on shared information

(SI), that generalizes Shannon's mutual information to multiple

random variables. When multiple terminals have access to

correlated data and can broadcast data to each other, shared

information characterizes:

* the maximum rate of shared secret key that the terminals can
generate independent of the communication, and

* the minimum rate of communication for omniscience, i.e., for
each terminal to reconstruct the information they collectively
see.
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An example system: Weather balloons
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partition size

There is an efficient algorithm to compute this for a known joint distribution, but for unknown joint
distributions the optimization is intractable. Bell(zz) = number of partitions grows exponentially!
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Can we make the optimization more efficient in graphical models,
and estimate shared information from data more efficiently?

Known: in trees, optimal partition is obtained by cutting the edge with the least mutual information
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My 200x faster simulation
tool was the key, enabling
rapid testing of hypotheses
and directly led to the

theoretical breakthroughs.

for trees

Simulated optimal partitions
always consisted of connected
atoms (in the graph) and
connected complements of
atoms

Structural result for a class of
nontree graphical models, called
cliqueylons

Formula for any graph with a SI(graphical model)
cut vertex (robot swarms, = min SI(model blocks)

WLAN, mobile networks) blocks
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